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T. J. Wagner and C.S. Penrod, "Another Look at the Edited Nearest
Neighbor Rule," IEEE Transactions on Systems, Man, and Cybernetics,
Vol. SMC-7, No. 2, February 1977, pp. 92-94.

Y.C. Kim and E.J. Powers, "Effects of Frequency Averaging on Estimates
of Plasma Wave Coherence Spectra," IEEE Transactions on Plasma Science,
Vol. PS-5, No. 1, March 1977, pp. 31-40.

G. J. Lipovski. "On Virtual Memories and Micronetworks," Proceedings
of the 4th Annual Symposium on Computer Architecture, March 1977,
pp. 125-134.

B. F. Womack, "Computers in Education: Tools for Today's Teaching,"
to appear in Engineering Education, Vol. 67, No. 7, April 1977.

S.A. Szwenda, "Fault Tolerant Design and Digital Simulation for Increased
Reliability and Design Automation," Computer Aided Design Journal, April
1977.

A.B. Buckman, "Theory of an Efficient Electronic Phase Shifter Employing
a Multilayer Dielectric-Waveguide Structure," to be published in IEEE
Transactions on Microwave Theory and Techniques, June 1977.

G. Marowsky, R. Cordray, F.K. Tittel, W.L. Wilson, and J.W. Keto,
"Electron Beam Excitations Studies of Potential Dye Vapor Phase Laser
Systems, " Applied Physics, Vol. 12, 1977, p. 245.

M. Fink and P.G. Moore, "Relativistic and Electron Correlation Effects
in Neon and Argon," Physical Review, Vol. 15, 1977, pp. 112-117.

J.K. Aggarwal and S.A. Underwood, "Interactive Computer Analysis of
Aerial Color Infrared Photographs," Computer Graphics and Image Processing,
Vol. 6, 1977, pp. 1-24.

G. J. Lipovski, "On A Varistructured Array of Microprocessors, " IEEE
Transactions on Computers, Vol. C-26, No. 2, 1977, pp. 125=137 .

H.L. Marcus, "Surface Techniques for the Study of Materials: AES, ESCA,
SIMS," Journal of Metals, Vol. 29, 1977, p. 20.
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J.D. Frandsen and H.L. Marcus, "Environmentally Assisted Fatigue Crack
Propagation in Steel," Metallurgical Transactions, Vol. 8, 1977, p. 265.

G.J. Lipovski, "An Organization for Optical Linkages between Integrated
Circuits," to appear in AFIPS Proceedings, NCC, 1977.

G.L. Wise, "A Comment on the Second Moment Properties of a Nonlinear
System," to appear in Proceedings of the IEEE, August 1977.

G.L. Wise, A.P. Traganitis, and J.B. Thomas, "The Estimation of a Prob-
ability Density Function from Measurements Corrupted by Poisson Noise,"
to appear in IEEE Transactions on Information Theory, November 1977.

G.L. Wise, "On Preservation of Mean Square Continuity under Zero Memory
Nonlinear Transformations," to appear in Journal of the I'ranklin Institute,
1977.

S.1. Marcus and A.S. Willsky, "Algebraic Structure and Finite Dimensional
Nonlinear Estimation," to appear in SIAM Journal of Mathematical Analysis.

G.L. Wise and N.C. Gallagher, "Spherically Invariant Random Processes,"
to appear in IEEE Transactions on Information Theory.

B.J. Olufeagba and R.H. Flake, "Parameter Estimation for An Estuarine
Phosphorus Model," IEEE SMC Transactions, Vol SMC-7, No. 1, January
1977, pp. 35-42.

Granville Sewell and H.L. Marcus, "A Model for Fatigue Crack Closure
Based on Surface Roughness and Residual Strain," to be published in June
issue of Scripta Metallurgica.

R.W. Bené and R.M. Walser, "The Effect of a Glassy Membrane on the
Schottky Barrier Between Silicon and Metallic Silicides," to be published
in Journal of Vaccum Science and Technology, July/August, 1977.

Granville Sewell and H.L. Marcus, "The Influence of Underload Time on
Crack Growth Retardation of Aluminum Alloys," to be published in the
International Journal of Fracture Mechanics.
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J.P. Stark and H.L., Marcus, "Segregation Related CGrain Boundary Cohesion,"
to be published in Metallurgical Transactions.

* T,K.M. Agerwala, "Some Extended Semaphore Primitives," accepted for
publication, ACTA INFORMATICA.

M. F. Becker and Jerome Knopp, "Human Visual Processing of Illusions in
the Frequency and Spatial Domains," to be published in Journal of the
Optical Society of America.

* B. F. Womack and Y. Tjandra, "A Multivalued Logic Circuit for Control
Systems," submitted for publication.

* §,I. Marcus, A.S. Willsky, and K. Hsu, "The Use of Harmonic Analysis
in Suboptimal Estimator Design," submitted to IEEE Transactions on Auto-
matic Control.

* §,I., Marcus, "Modeling and Analysis of Stochastic Differential Equations ]
Driven by Point Processes," submitted to IEEE Transactions on Information

Theory.

* Ajoy K. Bose and S.A. Szygenda, "Error Handling in Serial Shift Registers,"
submitted to IEEE Transactions on Reliability.

* G. Morowsky, R. Cordray, F. Tittel, B. Wilson, and J].W. Keto, "Energy
Transfer Processes in Electron Beam Excited Mixtures of Dye Vapors with
Rare Gases," submitted to Applied Physics.

s J.P. Stark, S.Khan and S. Shih, "Diffusion of Silver in Polycrystalline
Aluminum in a Temperature Gradient,” Physical Review B, in press,
. scheduled December 1976, yet to appear.

J.P. Stark and S. Shih, "Diffusion of Ag LY into Single Crystalline Silver
in a Temperature Gradient, Physical Review B, in press, scheduled for
June 15, 1977.

J.P. Stark and S. Shih, "Diffusion of Agno into Single Crystalline Copper
in a Temperature Gradient," Journal of Applied Physics, in press.
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* R. Remke, R.M. Walser, and R.W, Beng, “Transition Layers Between
CVD-VO_ and Oxide Substrates," to be submitted to Journal of Applied

Physics, 1977.

* R,M. Walser and R.W. Bené, "Interface Reconstructive Effects on the
} Recrystallization of Ion-implanted Amorphous Silicon Layers," to be
submitted to Applied Physics Letters, 1977.

* B,F. Womack and D.O. Nilsson, "Multiple Parameter Primary Extensors,"
submitted for publication.

* J,K. Aggarwal, received the Second Annual Pattern Recognition Society
Award for the manuscript, "Finding the Edges of the Surfaces of Three-
Dimensional Curved Objects by Computer," by J.W. McKee and J.K.
Aggarwal, Pattern Recognition, Vol. 7, 1975, pp. 25-52,
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* §.I. Marcus and A.S., Willsky, "Algebraic Structure and Finite Dimensional
Nonlinear Estimation," in Mathematical Systems Theory, G. Marchesini
and S.K. Mitter, eds., New York, Springer-Verlag, 1976, pp. 301-31l.

J.K. Aggarwal and M. Vidyasagar, Nonlinear Systems: Stability Analysis,
Dowden, Mutchinson and Ross, Inc., 1977.
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J.K. Aggarwal, review of the book Picture Processing and Digital Filtering,
by T. S. Huang, appeared in April 1977 issue of IEEE Curcuits and Systems

Journal.
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TECHNICAL PRESENTATIONS AND LECTURES

Seventeenth Annual Meeting of the Division of
Plasma Physics of the American Physical Society

St. Petersburg, Florida

November10-14, 1975 !

e e ——

E.J. Powers et al., "Ion Cyclotron Fluctuations
in 2XIIB"

*Y.C. Kim and E.]. Powers, "Dispersive
Properties of High-Frequency Drift Waves"

University of Wisconsin, Madison
November 24, 1975

E.J.Powers, "Applications of Digital Time Series
Analysis Techniques to the Problems of Instability
Identification and Fluctuation-Induced Transport"

IEEE Conference on Decision & Control
Houston. Texas
December 10-12, 1975

Steven I. Marcus, "On the Stochastic Stability
of Linear Systems Containing Colored Multipli-
cative Noise"

Region V IEEE Conference
Austin, Texas, 1976

A. J. Welch and P. C. Richardson, "Detection of
Sleep Cycle Information Using Beat-by-Beat Heart
Rate"

* This work was funded entirely or in part by the Joint Services
Electronics Program.
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Third International Conference
on Pattern Recognition
Coronado, California , 1976

* J, McKee and J. K. Aggarwal, "Computer
Recognition of Partial Views of Three-
Dimensional Curved Objects"

Tenth Annual Asilomar Conference
on Circuits, Systems and Computers
Asilomar, California, 1976

* M. Manry and J. K. Aggarwal, "Phase Con-
siderations in the Design of Two-Dimensional
Digital Fiiters"

J.K. Aggarwal, "An Overview of 2-D Digital
Filtering"

Austin-Waco Society of Telephone Engineers
Austin, Texas, 1976

J. K. Aggarwal, "Computer Analysis of Color
Aerial Photographs"

First American Physical Society Topical
Conference on Diagnostics of High-
Temperature Plasmas

Knoxville, Tennessee

January 7-9, 1976

E.J. Powers and T.C. Simonen, "Microwave
Measurement of Plasma Density Fluctuation
Amplitudes"
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Third Symposium on Computer Architecture
Clearwater, Florida
January 19-21, 1976

T.A. Welch, "An Investigation of Descriptor-
Oriented Architecture"

Texas Tech University
Lubbock, Texas
February 23, 1976

E. J. Powers, "Analysis and Interpretation of
Plasma Fluctuation Data Using Time Series
< Analysis Techniques"

Joint Institute for Laboratory Astrophysics
Boulder, Colorado
March 4, 1976

* J. W. Keto, "Reactions Important to the
Production and Loss of Excited Argon and
Xenon Molecules"

Thirteenth Annual Electronics Review
The University of Texas at Austin
Austin, Texas

March 9, 1976

%= F. X. Bostick, "An Experiment to Measure the
Character of ULF Wave Propagation in the
Oceanic Crust West of the Olympic Peninsula"

* F,X, Bostick, "Transmitting Antenna Performance
Evaluations for Project Sanguine/Seafarer Site
Surveys Using Magnetotelluric Tensor Impedances
Measurements"

* E.L. Hixson, "Low-Frequency, Deep-Submergence,

Fluid Acoustic Transducers and End-Fire Array

Microphone"
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*
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S.I. Marcus, "Stochastic Nonlinear Estimation"
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puting Systems"

R. T. Yeh, "Electronic Computer Software Systems"
R. H. Flake, "Electronic Control Systems"
T.A. Welch, "Computer System Design"

S.A. Szygenda, "Electronic Computer Software
Systems"

E.W. Thompson, "Electronic Computer Software
Systems"

A.B. Buckman, "Refractive Changes in PbI2
by Photolysis"

R.W. Ben&, "Solid-Solid Surface Reactions
in In/Se Binary System"

A.J. Syllaios, "Compositional Profiling of
Interfaces with Glow Discharge Optical
Spectroscopy"

E.J. Powers, "Analysis and Interpretation of
Plasma Fluctuation Data Utilizing Digital Time
Series Analysis"
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Thirteenth Annual Electronics Review
(continued)

x* M.F. Becker, "Third Harmonic Generation in
ST at 10.6 Microns" and "Picosecond Optical
Measurement of Ultrafast Physical Phenomena”

* J. Knopp, "Multichannel Image Decoding Using
a Composite Filter"

* M. Fink, "Electron Diffraction from Atoms and
Molecules"

*+ W.W. Robertson, "Molecular Gas Dynamics"

* L.W. Frommhold, "Laser-Raman Spectroscopy
of Monoatomic Gases"

* J, Keto, "High-Energy Gas Laser Systems"

* B.F. Womack, "Desensitized Specific
Optimal System Design"

The 1976 Conference on Information
Sciences and Systems

The Johns Hopkins University

Baltimore, Maryland

March 31 - April 2, 1976

G. L. Wise, "Spectral Densities of Markov Processes"

Steven I. Marcus, "Analysis of Poisson-
Driven Bilinear Systems"

% T. Agerwala, "Timing and Priority Considerations
in Concurrent Computing Systems"
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Brandeis University
Waltham, Massachusetts
April, 1976

* M. Fink, "Relativistic and Correlation Effects
in Atoms Studied by Electron Scattering"

Carnegie-Mellon University
Pittsburgh, Pennsylvania
April 8, 1976

* M. Fink, "Relativistic and Correlation Effects
in Atoms Studied by Electron Scattering"

Invited Speaker at the University of Florida
Gainesville, Florida
April 8-9, 1976

Steven I. Marcus, "Algebraic Structure and
Finite Dimensional Nonlinear Estimation"

IEEE Region V Conference
Austin, Texas
April 14-16, 1976

R.H. Flake, "Qualitative Theory in Estuarine
Water Quality Modelling"
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The University of Texas at Austin
April 21, 1976

* M. Fink, "Relativistic and Correlation Effects
in Atoms Studied by Electron Scattering"

Electrical Engineering Visiting Committee
Houston, Texas
May 10, 1976

M. F. Becker, "Research Report: Nonlinear
Optics and Lasers"

1976 IEEE International Conference
on Plasma Science

The University of Texas at Austin

Austin, Texas

May 24-26, 1976

* E.J]. Powers and Y.C. Kim, "Application of
Digital Spectral Analysis Techniques to the
Diagnostic Problem of Fluctuation-Induced
Transport"

E.]. Powers, W,C. Turner, and T.C. Simonen,
"Simultaneous Enhancement of Ion Velocity Space
Diffusion and Ion Cyclotron Oscillations in a
Mirror Confined Plasma"

* E.]. Powers and Y.C. Kim, "Bispectral Wave
Analysis of Nonlinear Wave-Wave Interactions
in Plasmas"

University of Sterling
Sterling, U.K.
May 25, 1976

* M. Fink, "Relativistic and Correlation Effects
in Atoms Studied by Electron Scattering"
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University of Saint Andrews
Saint Andrews, U.K.
May 28, 1976

* M. Fink, "Charge Density Distributions
of Molecules"

University of Manchester

Institute of Science and Technology
Manchester, U.K,

June 1, 1976

* M. Fink, "Structure Determination by
Electron Scattering and Counting Machines"

University of Reading
Reading, U.K.
June 3, 1976

* M. Fink, "Charge Density Distributions
of Molecules"

IX International Quantum
Electronics Conference
Amsterdam, The Netherlands

June 14-18, 1976

* M. F.Becker, “"Third Harmonic Generation
at 10.6 Microns"

International Federation of
Automatic Control Symposium
on Large Scale Systems Theory
and Applications

Udine, Italy

June 16-20, 1976

* B.J. Olufeagba, R.H.Flake, and K.J. Almquist,
“A Multiple Shooting and Sweep Algorithm for
Optimal Point Controlled Distributed Parameter Systems"
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University of Bielefeld
Bielefeld, W. Germany
June 17, 1976

* M. Fink, "Relativistic and Correlation Effects
in Atoms Studied by Electron Scattering"

University of Muenster
Muenster, W. Germany
June 23, 1976

* M. Fink, "Charge Density Distributions of Molecules"

University of Kaiserslautern
Kaiserslautern, W. Germany
June 30, 1976

* M. Fink, "Relativistic and Correlation Effects
in Atoms Studied by Electron Scattering"

NASA Seminar/Research Institute on
Differential and Algebraic Geometry
for Control Engineers

Moffett Field, California

June 30, 1976

* Steven I. Marcus, "Modeling and Stability
of Linear Systems with Multiplicative Poisson
Noise"

Gordon Research Conference on
Lasers in Medicine and Biology

Meriden, N.H.

July 5-9, 1976

A.J. Welch and Les Priebe, "Prediction of
Retinal Thermal Injury from Laser Radiation"

A.J. Welch and Mike Mandell, "Receptive
Field Measurements After Laser Radiation"
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University of Tuebingen

Tuebingen, W. Germany
July 20, 1976

*M. Fink, "Structure Determination by
Electron Scattering and Counting Machines"

13th International Conference on
the Physics of Semiconductors,

Rome, Italy

August, 1976

*R. M, Walser and R.W, Bené, "Solid Phase
Reactions at Transition Metal-Silicon Interfaces"

Symposium on the Nature and
Physical Properties of the
Earth's Crust

Vail, Colorado

August 2-6, 1976

*F.X, Bostick and H.W. Smith, "Magnetotelluric
and Dipole-Dipole Soundings in Northern Wisconsin"

13th IEEE Computer Society

International Conference
Mayflower Hotel
Washington, D.C.
September 1976

T.K. M. Agerwala, "Designing with Microprocessors"

Division Meeting of Optical Society
of America

Houston, Texas

September 8, 1976

*], W, Keto, "Kinetic Studies of Excimer Lasers
Using Single Photon Timing"
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Rice University
Houston, Texas
September 28, 1976

* Steven I. Marcus, "The Use of Harmonic
Analysis in Suboptimal Estimator Design"

The 1976 International
Telemetering Conference

Los Angeles, California

September 28-30, 1976

G.L. Wise and J.B. Thomas, "Zero Memory
Nonlinear Transformations of Gaussian Processes"

Fourteenth Annual Allerton Conference
on Circuit and System Theory

Monticello, Illinois

September 29 - October 1, 1976

N.C. Gallagher, J.W. Allen, and G.L. Wise,
"Fourier Series Representation for Polynomials
with Application to Nonlinear Digital Filtering”

G. L. Wise and N.C. Gallagher, "A Represen-
tation for Spherically Invariant Random Processes"

International Conference on
Software Engineering

San Francisco, California

October 1976

E. W. Thompson, "A Data Structure and Drive
Mechanism for a Table-Driven Simulation System
Employing Multilevel Structured Representations
of Digital Systems"
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Euromicro Symposium
Venice
October 12, 1976

G. J. Lipovski, "The Architecture of a Simple
Effective Control Processor"

EPA University Noise Seminar
Purdue University
October 18-20, 1976

E. L. Hixson, "Vehicle Noise Source Level
Measuring System”

ACM '77
Houston, Texas
October 20, 1976

G. J. Lipovski, “Panel Session: Micros~
Minis-Maxis"

U.S. Geological Survey Workshop on
Electrical Methods in Geothermal Exploration

Snowbird, Utah

November 4-7, 1976

*H.W. Smith, "Real Time, On-Site Processing
of Magnetotelluric Data"”

F.X. Bostick, "A Simple Almost Exact Method
of MT Analysis"”

F.X. Bostick, "The Effect of Lateral Inhomogeneities
in a Magnetotelluric Survey”
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Chemical Engineering Department
The University of Texas at Austin
Austin, Texas

November 9, 1976

* Steven I. Marcus, "The Use of Harmonic
Analysis in Suboptimal Estimator Design"

IEEE International Symposium on
Pattern Recognition

San Diego, California

November 9-11, 1976

* T. J. Wagner, "A Distribution-~Free
Performance Bound in Error Estimation"

) The American Physical Society Division of
Plasma Physics Meeting

San Francisco, California

November 15-19, 1976

* Y, C. Kim and E. J. Powers, "Utilization
of Bispectral Analysis in Experimental Studies
of Nonlinear Wave-Wave Interactions"

’ E.J. Powers, et al., "Fluctuation Spectrum
in the NASA Lewis Bumpy Torus"

i Surface Science Seminar
Bell Telephone Labs
Murray Hill, New Jersey
December 1976

* R.W, Bené and R.M. Walser, "Schottky Barriers
‘ at Transition~Metal-Silicon Interfaces"
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Surface Physics Seminar
Bell Telephone Labs
Murray Hill, New Jersey
December 1976

* R, M. Walser and R, W, Beng, "Nucleation of
Silicides at Transition Metal-Silicon Interfaces"

IEEE Conference on Decision and Control |
Clearwater Beach, Florida ‘
December 1-3, 1976

* Steven I. Marcus, "The Use of Spherical
Harmonics in Suboptimal Estimator Design"

Fall Annual Meeting
American Geophysical Union
San Francisco, California
December 6-10, 1976

F.X. Bostick, H. W, Smith and J.E. Boehl, 1
"Magnetotelluric Measurement over Kilauea
Iki Lava Lake"

Second International Conference and
Winter School on Submillimeter Waves
and Their Applications

San Juan, Puerto Rico

December 6-~11, 1976

A, B. Buckman, "“Theory of an Efficient Electronic
Phase Shifter Employing a Multilayer Dielectric-
Waveguide Structure"

1977 IEEE International Symposium
on Circuits and Systems
Phoenix, Arizona, 1977

H. Chang and J. K. Aggarwal, "Design and Simulation
of Two-Dimensional Interpolated Filter Systems"
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10th International Hawaii Conference
on System Sciences
January 6-7, 1977

* T.K.M, Agerwala and B. Lint, "A Comparison of
Synchronizing Primitives"

University of Alberta
January 23, 1977

G. J. Lipovski, "On Virtual Memories and
Microprocessors"

4th Annual Conference on
The Physics of Compound
Semiconductor Interfaces
Princeton, New Jersey
February 1977

* R, W, Ben& and R.M. Walser, "The Effect
of a Glassy Membrane on the Schottky Barrier
Between Silicon and Metallic Silicides"

Solid Phase Epitaxy Program Review
California Institute of Technology
Pasadena, California

March 1977

R. M. Walser, "Recrystallization of Ion-Implanted
Amorphous Silicon Layers"

R. W, Bené, "Silicide-Silicon Barriers"

Intel Corporation
March 1977

R. M. Walser, "Electronic Conduction in Ion-
Implanted Poly Silicon"
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INTER-NOISE 77
Zurich, Switzerland
March 1977

E. L. Hixson, "The Qualifications for a
Noise Control Engineer"

14th Annual Electronics Research Review
The University of Texas at Austin
Austin, Texas

March 8-9, 1977

by H. W. Smith, Overview of "Modeling Subsurface

Resistivities with Magnetotelluric Data (MT Data)"

B. F. Womack, Overview of "Electronic Control ‘
Systems" |

S. I. Marcus, "The Use of Harmonic Analysis
in Sub-Optimal Estimator Design"

G. L. Wise, "An Overview of Some Recent Results
in Communication and Control"

J. K. Aggarwal, "Recent Results on Two-Dimensional
Signal Processing"

T. J. Wagner, "Recent Results on Nonparametric
Estimation and Discrimination"

S.A. Szygenda, Overview of "Electronic Computer
Software System" and "Electronic Computer Design
and Analysis"

G. J. Lipovski, "Computer Architecture and Micro-
processor Systems"

T. K. M. Agerwala, "Studies in Concurrent Computer
Systems”
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14th Annual Electronics Research Review
(continued)

* E. W. Thompson, "Validation of Hardware,

Software Systems"
R. T. Yeh, "Software System Design Methodology"

R. M. Walser, Overview of "Basic Solid State
Materials Research", and "Research on Solid
State Infrared and Optical Devices"

R. W. Ben&, "Schottky Barriers in Transition
Metal-Silicon Systems"

A. B. Buckman, "Photolysis in PbIZ"

R. M. Walser, "Recrystallization of Ion-Implanted
Amorphous Silicon"

E. J. Powers, Overview of "Atomic and Molecular
Electronic Processes," "Laser, Holographic, and
Optical Systems," "Linear and Nonlinear Wave
Phenomena in Optics and Plasmas," and "High
Energy Gas Laser Systems"

M. Fink,"Electron Scattering from Atoms and
Molecules"

M.F. Becker, "Infrared Nonlinear Optics in
Molecular Gises"
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1977 March Meeting of the
Applied Physics Society
San Diego, California
March 21-24, 1977 ]

* M. Fink, "Can Electron Diffraction Provide
More Accurate Molecular Charge Densities
Than Current Theories"

Fourth Symposium on Computer Architecture

Silver Spring, Maryland
March 23-25, 1977

T.A. Welch and H.L. Tredennick, "High-Speed Buffering
for Variable Length Operands”

Symposium on Computer Architecture
Washington, D.C.
March 24, 1977

G.J. Lipovski, “Panel Session: Buzz-words
in Computer Architecture," and "On Virtual
Memories and Micronetworks"

The Johns Hopkins Conference on
Information Sciences and Systems

Baltimore, Maryland

March 30 - April 1, 1977

R

% Steven I. Marcus, "Modeling and Analysis
of Poisson Driven Markov Processes"

Colloquium on Decision and Control

University of Texas at Austin 1
Austin, Texas

March 30, 1977 l

B.F. Womack, "Design and Control of Feed-
back Systems via Sensitivity Theory"
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The 1977 Conference on

Information Sciences and Systems
The Johns Hopkins University
Baltimore, Maryland
March 30 - April 1, 1977

G.L. Wise and N.C. Gallagher, "A Novel
Approach for the Computation of Chebyshev
Polynomial Expansions”

University of Illinois
Chicago Circle Campus
RApril 17, 1977

R.T. Yeh, "An Outline of a Design Methodology
for Data Base Systems"

Joint Services Topical Review on Informational
Aspects of Decision and Control

Cambridge, Massachusetts

May 4-5, 1977

* Steven I. Marcus, "The Use of Spherical
Harmonics in Suboptimal Esitmator Design"

Syracuse, New York

May 17, 1977
G. J. Lipovski, "On Imaginary Fields, Token
Transfers, and Floating Codes in Intelligent
Secondary Memories"

NCC

Dallas, Texas
June 16, 1977

G. J. Lipovski, "An Organization for Optical
Links Between Integrated Circuits"
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PUBLISHED ABSTRACTS

E. J. Powers and T.C. Simonen, "Microwave Measurement of Plasma
Density Fluctuation Amplitudes," Bulletin of the American Physical Society,
Vol. 21, Ne. 5, 1976, p. 855

* E. J. Powers and Y. C. Kim, "Application of Digital Spectral Analysis
Techniques to the Diagnostic Problem of Fluctuation-Induced Transport, "

' Conference Record ~ The 1976 IEEE International Conference on Plasma
Science, IEEE Catalog No. 76CH1083-5-NPS, p. 47.

E. J. Powers, W. C. Turner, and T. C. Simonen, "Simultaneous Enhance-
ment of Ion Velocity Space Diffusion and Ion Cyclotron Oscillations in a

Mirror Confined Plasma," Conference Record - The 1976 IEEE International
Conference on Plasma Science, IEEE Catalog No. 76CH1083~5-NPS, p. 77.

* E, J. Powers and Y. C. Kim, "Bispectral Wave Analysis of Nonlinear Wave-
Wave Interactions in Plasmas," Conference Record - The 1976 IEEE Inter-
national Conference on Plasma Science, IEEE Catalog No. 76CHI1083-5-NPS,

; p. 78.

E. J. Powers, et al, "Fluctuation Spectra in the NASA Lewis Bumpy Torus",
Bulletin of the American Physical Society, Vol. 21, 1976, p. 1069.

* Y. C. Kim and E. J. Powers, "Utilization of Bispectral Analysis in Exper-
imental Studies of Nonlinear Wave-Wave Interactions, " Bulletin of the
American Physical Society, Vol. 21, 1976, p. 1081.

S. 1. Marcus, "Estimation and Analysis of Nonlinear Stochastic Systems,"
IEEE Transactions on Information Theory, Vol. IT-22, July 1976, p. 503.

* A, B. Buckman, "Theory of an Efficient Electronic Phase Shifter Employing
a Multilayer Dielectric-Waveguide Structure," IEEE Conference Records -
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A. INVESTIGATION OF TRANSITION LAYERS BE1TWEEN
CVD-VO, THIN FILMS AND OXIDE SUBSTRATES t
Professor R. M. Walser, Professor R. W. Bené&, and Ron Remke

Our research on VO, thin films was initiated as a model
system in which to address fundamental questions about the behavior of
electronic devices operating at steady states far from thermodynamic
equilibrium. In VO, thin film resistors the dissipative structure is a
high current filament with an abrupt metal-semiconductor phase boundary.
Our previous investigations of the switching [1] and bolometric response
[2] of these filaments revealed several anomalies indicating that the i
phase boundary was pinned for small thermal perturbations. Phase bound -
ary pinning is expected to significantly alter the interpretation of the
many previous studies of electronic and optical properties of VOa thin
films and devices [3].

Our research in the past year has been directed toward deter-
mining the origin of this pinning. The results obtained conclusively show
that the observed pinning is due to an interfacial layer between the chem-
ically deposited VO_ films and the oxide substrates, i.e., sapphire
(A1203) and quartz 58103) . Our findings and their interpretations are
summarized in a forthcoming journal article [4].

Concentration profiles obtained from AES analysis show that
substrate metal atoms (Al from sapphire and Si from quartz) penetrate
the VO, film a distance 10002 from the interface. The large depth
of inter-diffusion is surprising considering the stability of the bulk metal-
oxide bonds of these systems and the low (500°C) reaction temperature,
Similar low temperature interfacial reactions are, however, commonly
observed at metal-semiconductor interfaces. Because the 68°C metal-
semiconductor phase transition is sensitive to small concentrations of
metal impurity atoms, but relatively insensitive to stress, one can de-
termine the electronic properties of both transition regions by comparing
the measured temperature dependence of the VO, film resistance as a
function of film thickness.

+This research was supported entirely by the Joint Services
Electronics Program under Contract F44620-76-C-0089.
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In summary, the AES data show that while both systems have
chemical transition regions, the interface of VO_,-Al,0; is electrically
inactive compared with that of voa-sma. The data shows that the transi-
tion temperature of the first system is identical to bulk VO, and inde-
pendent of film thickness while that of the latter varies as shown in Fig.
1. The electrical inactivity of the VO,-Al 03 implies that Al must be
segregated during the crystallization of VO, and that the transition re-
gion has a much lower conductance than that of semiconducting VO,.
The opposite is true for the V()2—81'02 interface; Si 1is evidently incor-
porated in the VO_ crystalline grains and the interfacial region has a
conductance comparable with VOa and a higher transition temperature.

The existence of the transition region has serious implications
for understanding switching and phase boundary dynamics in VO, struc-
tures with film thicknesses comparable with the transition region. For
example, in VO, ~Si02, the dominant conduction path before thermal
switching will be along the transition region, shifting to the surface after
the switch.occurs. Thus, the nucleation of the phase boundary will be
thermally driven by the subsurface region, but the easy growth path of the
filament will be along the surface. Clearly the switching dynamics of the
phase boundary in this system will be quite different than those of the
VOQ-A1203 system where filament nucleation and growth should both occur
on the surface.

To further test our hypothesis on impurity segregation in these
systems, thin deposited films of Al and Si were diffused into the as-
deposited amorphous VO, film and into polycrystalline V,0s after
oxidation-crystallization of the a-VO, . From the shift in T, relative to
that of the bulk crystal, we conclude that neither Al or Si can diffuse
into crystalline V,05 or VO, at 500°C, but both are incorporated into
the crystalline phase if present in the amorphous phase. This implies
that the Al in the AES profile of VO,-Al,03 was not in the metallic state
during the reaction cycle.

In principle, the existence of a transition layer provides an
explanation for the anomalies we observed earlier. These are discussed
in more detail in our forthcoming paper.
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In summary, we expect to detect a transition from interface-

dominated to surface-dominated effects in relatively thick (>>500 A) VO,
films on S10, substrates at high bias levels. This transition is shown
in Fig. 2 for the bias-dependent black-body radiance profiles of the fil-
ament and in Fig. 3 for the bias dependence of the spatial profiles of the
bolometric response of the filament.
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B. SOLID-SOLID INTERFACE REACTIONS t
Professor R. W. Bené&, Professor R. M. Walser, W, ], Schaffer,
James Hu, Mark Chonko, and Dan Richter

The purpose of this work is to determine the relationship of
thermodynamic equilibrium parameters to interphase reactions in thin
films at low temperatuires, where it appears that the new phases formed
are determined kinetically.

Based upon experiments on compound nucleation, surface recon-
struction, Schottky barrier heights, recrystallization, etc., we have
postulated a model [1, 2, 3] for the dynamics of phase formation in Si-
metal and Ge-metal systems. A prominent [eature of this model is a
predicted glassy membrane region between crystalline phases. These
glass-like interphases are expected to significantly affect the kinetics
of thin film phase formation, diffusion, and the static properties, such
as Schottky barrier heights, in metal-semiconductor systems. In an
attempt to verify the existence of these membrane regions and also to
study the phase nucleation in thin films in more detail concerning param-
eter variations, we have begun measurements on systems of thin metals
(5-1000 A) sputtered onto single crystal silicon substrates. The measure-
ments we are doing at present are x-ray diffraction and transmission
electron diffraction (TED), and will be expanded to include Auger spec-
troscopy and Schottky barrier measurements in the near future.

Transmission electron diffraction measurements are presently
underway on thin metal films of Pd, Pt, Ni and Co on (100) Si. We are
doing two types of experiments: one is to deposit films ranging from
~8 Lt0 100 A on Si substrates and then jet-thin through the Si wafer
to prepare the TED samples, and the other is to prepare relatively thick
films (~ 1000 &) and then do a double jet-thinning operation from each
side to the interphase region (near the Si-silicide interphase). Prelim-
inary measurements on the Pd-Si system have indicated that we get an
amorphous layer for Pd films less than about 15 X and then polycrystalline
Pd,Si (288 H) formation for films thicker than this. Figures 1 and 2 show

t This research was supported in part by the Joint Services
Electronics Program under Contract F44620-76-C-0089, and by the
Office of Naval Research.
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typical TED patterns for 25 & and 12 ! sputtered films of Pd on (100)
Si. Both samples were unannealed. More extensive measurements may
indicate that we are indeed seeing the membrane region for the thinner
films.

The Pt, Ni, and Co systems also form silicides upon deposition
(without annealing) as indicated by TED and/or x-ray diffraction. These
systems are more complicated than the Pd case because they each form
more than one silicide in the low temperature regime and so we are not
as far along in our investigations for these systems. In addition, the
double etching process is difficult in the Pt system because the etches
tend to undercut the Pt by etching the silicides faster than Pt. In the
Ni-Si system, we have observed formation of the NipSi(6) phase upon
deposition using TED (not visible in x-ray) and also NiSi using x-ray
diffraction. We have not as yet sorted out the morphology of these poly-
crystalline regions, nor have we looked for amorphous regions.

One of the things that needs to be studied in more detail is the
role of interfacial oxygen on the interphase region. In this regard, Figs.
3, 4, and 5 show TED's of a 700 A film of Co on Si annealed at 450°C
for 30 minutes, which has subsequently been double jet-thinned to expose
the interphase region. Figure 3 shows polycrystalline CozSi formation
and faint rings of Co0z8i0y . Figure 4 shows another region in the inter-
phase where the Co2Si0y rings are dominant. Different regions in the
interphase are brought out in the TED due to unevenness of the etching
process. Finally, in Fig. 5 we show another region in the interphase
where a very amorphous structure is observed.

We plan to continue our efforts to characterize the interphase
region in these systems more fully than has been done in the past, and
in addition, study the effects of various parameters such as substrate
orientation, substrate preparation, sputtering parameters, substrate
bias and annealing, on the interphase structure and growth kinetics. In
this regard we expect to shortly begin Auger and Schottky barrier measure-
ments to supplement the structural information we are now obtaining.

10
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Figure 1. TED of 25% Pd on (100) Si
Showing Pd, Si Formation.

Figure 2. TED of 12 % Pd on (100) Si
Showing Amorphous Rings.
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T

Figure 3. TED of Interphase of 700} Co on (100) si
Showing Co, Si Formation.

Figure 5. Same as Figure 3 Showing
Highly Amorphous Ring
Structure.

Figure 4, Same as Figure 3 Showing
Co, S1 Rings.
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C. INTEGRATED OPTICAL BEAM ADDRESSER +

Professor A, B. Buckman

<}

The very large range of refractive index (2.2-2.7 at 6238 A)
accessible by photolysis of Pb12 films at ~ 165°C raises the possibility
of multiple exposure of a large number of elementary holograms in guided
wave structures containing such films. As with an ordinary thick phase
hologram, the number of elementary holograms which can be multiply ex-
posed increases with refractive index range. In a guided wave geometry
a device containing many superimposed Bragg gratings could function as
a beam addresser with a large number of resolvable spots, if the mode
propagation constant were controlled electrooptically.

In the JSEP-supported part of this work, we have been concerned
primarily with design of the experiment for exposing elementary holograms
in Pbl, films, allowing measurement of diffraction efficiency. In a re-
lated project sponsored by the Office of Naval Research, multiple layer
waveguiding structures are being analyzed theoretically, with special
attention given to structures where small refractive index variations in
one of the media produce larger variations in mode effective index [1-3].

To record a hologram in hot Pbl,, random phase changes in the
interfering beams due to air convection near the heated film must be elim-
fnated. To accomplish this, a prism of triangular cross section was placed
in optical contact with the glass substrate. A diverging beam from an argon
laser, incident on the opposite edge of the triangular prism, was ohserved
to produce good quality interference fringes, of period ~4000-5000 A
(depending on prism geometry and refractive index) in photoresist coated
on the glass substrate. The glass substrate forms part of an enclosed box,
which is held at a temperature of 165°C by means of resistance heating.
The box is heavily insulated, to avoid producing convection currents in
front of the prism which would destroy the interference pattern. The first
experiments on Pbl, films will begin shortly.

By measuring the diffracted intensity of the phase gratings we
produce, we can cvaluate diffraction efficiency. This will be done for
both guided and unguided modes, but emphasis will be on the guided-

+ This research was supported entirely by the Joint Services
Electronics Program under Contract F44620-76-C-0089.
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wave geometry. Results for the guided-wave case will be interpreted using
the theory of guided waves in multilayer waveguides, including recent
contributions to the theory of periodic, stratified media [4].
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D. MECHANISM FOR LARGE REFRACTIVE INDEX |
CHANGE IN PHOTOLOYZED Pbl, *
Professor A, B. Buckman

The very large (~0.5) refractive index change in Pbl, that
occurs upon photolysis at 150-180°C, observed by us over two years ago,
has been the subject of a variety of experiments designed to determine
the mechanism behind this striking effect. Ellipsometry allowed us to
attribute the effect to dispersion arising from a broad, photolysis-induced
band near 580 nm, which shifted to shorter wavelengths as photolysis
proceeded [1]. However, the origin of this band could not be determined ]
from optical data alone.

The experiments used to shed light on the mechanism behind the
large, photolysis-induced refractive index change were: (1) spectral de-
pendence of photoconductivity, and (2) x-ray diffraction on films photo-
lyzed under various ambients and passivating overlayers. The experimen-
tal details are reported in Ref. 2.

The spectral dependence of the photoconductivity shows that
the photolysis-induced band arises from electron transitions which pro-
duce free carriers. The x-ray diffractometry traces from films photolyzed
in vacuum, air, O; and COE, and while covered with a transparent, pass-
fvating layer, show that the large refractive index change depends on the
following conditions: first, gaseous iodine must leave the film, via the
surface and/or grain boundaries; second, oxygen or CO, must enter
from the atmosphere and bond with the Pb left behind, inhibiting agglom-
eration of neutral Pb. The defects thus formed must give rise to the ob-
served absorption band. These results are described in detail in Ref. 2.

We intend to investigate the spatial resolution of this effect
by forming phase holograms in the PbI, films. Since the above exper-
iments clearly demonstrate the photochemical origin of the large refrac-
tive index change, and since amplitude hologram recording in Pbl, has
already been demonstrated [3], we expect the resolution to be sufficient
for phase holography.

+ This research was supported entirely by the Joint Services
Electronics Program under Contract F44620-76-C-0089.
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A. DESIGN OF TWO-DIMENSIONAL RECURSIVE
FILTERS BY INTERPCLATION +t
Professor J. K. Aggarwal and H. Chang

1. INTRODUCTION

Recursive digital filtering of two- and multi-dimensional signals
is an important technique in the processing of two- and multi-dimensional
data. However, the design of two- and multi-dimensional recursive filters
is difficult due to the factthat polynomials in two or more variables may
not, in general, be factored into lower order polynomials. Specifically,
the stability test procedure for a two-dimensional filter is lengthy and
tedious. Further, if the filter turns out to be unstable, there is no guar-
anteed procedure which may stabilize the unstable filter. These difficul-
ties can be partly circumvented by designing two- and multi-dimensional
systems as one dimensional systems. To do this, we have developed a
technique for rotating the frequency response of a separable filter. In the
present technique, transfer functions having rational powers of z are
introduced and realized by input/output signal array interpolations.

2. MAIN RESULTS

The frequency transformation technique is one of the traditional
approaches in deriving desired frequency selective filters from simple pro-
totype filters. Extending the notion of frequency transformation to include
rational powers of 2z, and z, , one can rotate the frequency response with
band contraction. To begin with, consider the transformation

A A

2y = 2,125

where o and 8 are integers. The transformation has the following
properties:

t This research was supported in part by the Joint Services
Electronics Program under Contract F44620-76-C-0089, and in part by
NSF, ENG 74-04986.
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(D It may be thought of as a mapping from the unit circles of the
(z, , z,)-domain into the unit circles of the (z, , z_)-domain.

(2) When B/« 20, the transformation is causal, otherwise it is
noncausal.

(3) In the spatial domain it is equivalent to the rotation of recur-
sion direction with a new sample interval.

{4) In the frequency domain the effect of the transformation is a
rotation of the frequency response with a contraction of the
bandwidth.

(5) It is clear that the stability of the resulting filter is not affected
since the transformation can be viewed as a transformation of the
delay unit which may be specified by both recursion direction
and sampling interval.

Since we allow noninteger delays, the signal values for the trans-
fcrmed filter are not defined at the new grid points, so the transformation
is not readily applicable to standard rectangular arrays. If one uses a |
suitable interpolation function that can reconstruct a continuous signal
from a discrete signal, it is possible to generate an interpolated array
where signal values are defined on the new grid points. In general, there
are many functions available for the interpolation. Specifically, the band-
limited interpolation is employed in our design. The band-limited inter-
polation function usually stretches from -® to +® To obtain an interpo-
lation function with finite terms, we apply windowing to it. With all of
these features, it is called the interpolated filter system which consists
of input interpolator, (zl, 22)—domain rotated filter, and output interpolator.
The overall frequency characteristic of the interpolated filter system is
determined by the frequency characteristics of input/output interpolators
and (z,,z;)-domain rotated filters. Several useful filters were actually
designed such as a circularly symmetric low-pass filter, nonseparable
band-pass filter, and a ring-shaped band-pass filter to prove the validity
of our design technique. In the design of these filters, we assumed that
the input signals are given as finite area arrays so that noncausal filters
can be realized through the array reorientations. Also, we employed the
zero-phase response since the linear phase is very important in the image
processing. Actual filter characteristics turned out to be very smooth and
to have excellent circular symmetry. A primary advantage of employing
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separable filters in the interpolated filter system is that one may perform
two- or multi-dimensional manipulations by means of a series of one~
dimensional manipulations. With this scheme the same interpolated fil-
ter system may be used iteratively, together with proper array reorienta-
tions, resulting in an appreciable saving in hardware.

Since the theory and design techniques for two-dimensional
digital filters are largely incomplete, in the next period we will investi-
gate these problems further until we have fairly general theory and design
techniques for those filters. Then, we hope to generalize the theory and
design techniques available for one- and two-dimensional digital filters
to cover the time-varying digital filters.

References
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B. NONPARAMETRIC DISCRIMINATION AND ESTIMATION *
Professor C. S. Penrod, Professor T. J. Wagner,
and L. P. Devroye

In the nonparametric discrimination problem, a statistician ob-
serves a random vector X taking values in R®, and wishes to estimate
the value of an associated random variable € which takes values in
{1,...,M}. The random variable 6 is usually referred to as the state of
the observation X. The statistician assumes no knowledge of the prob-
ability distribution of (X,8) other than what may be inferred from his
data, a sequence (X, , 6;),...,(Xa , 8,) of independent identically dis-
tributed random vectors with the same distribution as (X,8), given by

(@) P{e =j}=m , and M

(b) given that 8 =j, X has probability measure
w, on the Borel sets of R" .
It is also assumed that (X,8 is independent of the data.

A discrimination rule is simply a specific method of choosing
an estimate of 6 from the data and the observed value of X. If we allow
8 to denote the rule's estimate of 6, we can define the conditional prob-
ability of error for the rule with a given data set by

L,=P{8=8|(X,8),...,K..,&)1 . (2)

The strong law of large numbers assures that the relative frequency of
errors will converge to L, if we use the rule and the given data to esti-
mate the values of 6 for a large number of independent observations.
Hence, L, is a measure of the performance of the rule with a given data
set.

t+ This research was supported in part by the Joint Services
Electronics Program under Contract F44620-76-C-0089 and in part by the
Air Force Office of Scientific Research Grant 72-2371.
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The nonparametric estimation problem is quite similar to the
discrimination problem in its formulation. The principle difference is
that 8 (which is now called the parameter associated with X) is allowed
to take values in R" rather than {1,...,M}, and we now assume that
(X,6) is a random vector with joint distribution F(x,8). We also assume
that a loss function L is given, defined on R’ x R’ so that L(e,é)
is the loss incurred when 8 is the rule's estimate of 8. We now define
the conditional expected loss of a rule with a given data set as

L,=E{L(e,5) F 0GR 80 T (3)

As in the discrimination problem, L, measures the performance of the
rule with a given data set since it is the average loss which will be in-
curred if the values of 6 are estimated for a large number of independent
observations.

In both the discrimination and estimation problems, if the under-
lying distribution of (X, 8) is known, it is usually possible to construct
an optimal estimate & (X) of 8 (e.g., in the estimation problem one may
have to be satisfied with an ¢-optimal estimate). Such an estimate does
not depend on the data and is optimal in the sense that its probability of
error or expected loss is less than or equal to that of any other rule. The
optimal rules are known as Bayes rules, and their expected loss (or prob-
ability of error) is denoted R*, R* then provides a standard of excellence
against which we can compare the performance of all nonparametric rules.

One of the basic approaches to the nonparametric discrimination
problem is suggested by the manner in which an optimal Bayes rule is con-
structed. Let

p, (X =P{e=j|X} , l=sjsM.

Then it is easily shown that a Bayes optimal rule results if, given X, we
choose 8*(X) =j if

p_,(X)ZD;(X) forall i=]j.
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(Ties can be broken by employing some appropriate form of randomization.)
Of course, in our nonparametric case, the functions p, (x) are unknown
since they depend on the distribution (). For example, if the measures
wy are absolutely continuous with respect to Lebesgue measure, then
there are probability density functions f,, 1 < j sM corresponding to

the u,; . These densities can be used to define versions of p,(x) by

‘”.1 £, /() |, if flx) >0
Byt = Yo . 1 k) =0, i
M

where f(x) =qu f, (x) . This suggests that the nonparametric problem could
1

be approached by using the data to estimate the density functions, and then
using the density estimates in place of the true densities in the manner
described in (4). Such rules are known as "two step" rules. In Devroye
and Wagner [1] the results of an extensive study of density estimation and
two step rules are presented. Conditions are shown for which consistent
density estimates yield rules for which L, — R* in probability or with
probability one. In addition, a detailed study is made of the Parzen-Ros-
enblatt [2, 3] and Loftsgaarden-Quesenberry [4] density estimates, ex-
tending many of the previously known results.

Another approach to the nonparametric discrimination p[oblem
is the familiar nearest neighbor rule. This rule simply chooses &= 8;
if X; 1is the closest observation to X from the data. Various generali-
zations include the k nearest neighbor rule where § is chosen to be
the state which occurs most frequently among the k nearest neighbors
to X. Among the well-known properiies of nearest neighbor rules is the
fact that if k is allowed to depend on n in such a way that k % « and
k/n % 0, then it is possible to have L, = R* (Fix and Hodges [5]). In
(1) this result is extended to a more general class of nearest neighbor
rules which weight the influence of the closer observations more heavily.

Nearest neighbor rules have also been used as solutions to the
nonparametric estimation problem (Cover [6]). The k nearest neighbor
rule's estimate of 6 is obtained by averaging the parameters associated
with the k closest observations to X from the data. Cover shows con-
ditions for which

EL, = (1 + 1/K)R*
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for k nearest neighbor rules with squared-error loss functions. In Penrod
and Wagner [7], these results are extended to show that

L, = (1 + 1/k)R* in probability.

The significance of this result is that it concerns the convergence of L,
for a single long data sequence as opposed to the convergence of the aver-
age value of L, averaged over a large number of long data sequences.

In addition, conditions are given for which L, -R* in probability for k
nearest neighbor rules which have k % ® and k/n & 0.

The results mentioned thus far have all been asymptotic results
concerning the performance of various rules with large data sets. For
obvious reasons, however, the designer of a nonparametric discrimination
or estimation rule is always interested in knowing the value of L, for
this rule with the data available to him. But, due to the fact that it
cannot be computed without knowledge of the underlying probability dis-
tribution of (X, 6 ), which is not available, he must be content with an
estimate of the true value of L,. In (1) the properties of three different
estimates of L, for discrimination rules are studied. These estimates
are known in the literature (see Toussaint [8]) as the deleted estimate,
the holdout estimate, and the resubstitution estimate. For linear discrim-
ination rules, local rules, and two step rules, conditions are shown for
which P{|L, - L, | ¢}, where L, is one of the above estimates of L,,
can be bounded independently of the distribution of (X,6). These results
allow the designer of a rule to construct confidence intervals for the per-
formance of his rule. These results are extended to nonparametric esti-
mation rules in [7]. The report [7] also contains the results of an exten-
sive simulation study of the performance of deleted and holdout estimates
of L, with nearest neighbor discrimination and estimation rules.

References
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@ A COMPUTER ARCHITECTURE FOR BYTE STRING

AND VECTOR OPERATIONS t
Professor T. A. Welch and H. L. Tredennick

1. INTRODUCTION

This report presents the findings of a computer design exper-
iment carried out at The University of Texas at Austin. A computer arch-
itecture for variable word length processing is proposed to support high-
level languages. The proposed architecture uses byte iterative processing
and specialized hardware. The specialized hardware, shown in Fig. 1,
consists of a byte serial ALU and a separate address generator and mem-
ory buffer for each operand byte stream.

Variable word length processing has been investigated to de-
termine which subtasks aredifficult and which are easy and to determine
the feasibility of variable word lenth processing. Additionally, require-
ments and implementation strategies for the ALU, operand address gener-
ation, and memory buffering have been analyzed.

Use is made of cheaper and more complex logic and memory
componenets to effect a more complex design for simpler programming.
The processor is designed to manipulate more complex operands rather
than provide more complex operations. The processor is designed for
processing operands which might be unequal length elements, arrays,
or arbitrary data structures. Design centers on processing for character
strings and variable-length arithmetic, but scientific processing is not
ignored.

2. VARIABLE FIELD LENGTH PROCESSING

The following problems are associated with variable field
length processing:

() It is impractical to store either complete variable-length
operands or partial results in registers.

FThis research was supported in part by the Joint Services
Electronics Program under Contract F44620-76-C-0089, and NSF Grant

GJ-42514.
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(2) Variable-length remove and replace are difficult in a fixed
word length memory with random operand placement.

(3) Operand alignment may be required for unequal length
operands.

(4) Simultaneous operand fetching is desirable in an iterative
solution which uses multiple operand streams.

(5) Sign and exponent placement are significant problems due
to the serial scan nature of processing.

(6) Optional scan direction is desirable.

(7) Sign, zero, or blank extension is desirable for processing
unequal length operands.

3. VARIABLE LENGTH ARITHMETIC

Iterative processing is preferred over length limitation because
limiting operand lengths to the maximum register or accumulator length
was felt to be too restrictive. Byte serial processing was selected over
bit and nibble processing because the narrower data paths for bit and
nibble transfers slow processing. Data lengths greater than a byte rein-
troduce many problems (such as shifting, masking, and alignment) and
ALU costs increase rapidly with width.

The two viable choices for number representation and scan
direction are: (D a right-to-left scan with a two's complement number
representation or, (2) a left-to-right scan with a sign and magnitude
number representation. The two's complement representation and right-
to-left scan were chosen because of greater ease and efficiency of the
addition scan.

Character and integer instruction implementations are simple
and multiply and divide instruction implementations are difficult. The
character instructions, such as move, compare, shift, and Boolean,
and the integer instructions, such as add, subtract, move, compare, and
replace all require only a simple single pass scan. The multiply and
divide instructions require multiple scans and complex scanning sequences.
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4, ALU IMPLEMENTATION

Implementation of a byte serial ALU capable of supporting the
basic character and integer operations would require about 52 IC's. The
incremental increase in ALU hardware required to support floating-point
operations is about 50%. An increase of about 50% over hardware for the
basic ALU will support multiply operations. Additional hardware to sup-
port the divide instruction is about an 80% increase over hardware to
support the multiply. A complete implementation requires about 160 IC's.

Time to perform a 32-bit byte serial add is about 480 ysec com-
pared to about 160 sec for a 32-bit parallel add. Performance of the add
in a byte serial manner represents about a 20% degradation in the total
instruction execution time. Execution of a 32-bit multiply in byte serial
fashion requires about a sixteenth of the hardware for a parallel multiply
and is about sixteen times slower. A byte serial multiplier is about equal
in speed and cost to a bit serial implementation. A byte serial divide
implementation is about the same cost as a fixed length divide, but is
about half as fast.

5. OPERAND ADDRESSING

All of the problems associated with variable-length processing
affect the design of the operand address generators. A three address
instruction format of the form A op B - C was selected for the pro-

cessor design and a separate address generator was provided for each
operand stream.

The operand address generator provides the following element
addressing features:

() Optional element scan direction

(2) Terminate on short element (Truncation)
(3) Repeat short element

(4) Extension of leading/trailing byte/zeroes

(5) Element alignment
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The operand address generator provides the following vector
addressing features:

(1) Skip internal fields
(2) Vector chaining

(3) Repeat vector

{4) Repeat last element

(5) Terminate on short vector

T — T T—

p (6) Optional vector scan direction

The Operand Address Generators can provide byte addressing
for variable word length operands, addressing for simultaneous byte
streams, operand alignment, and operand extension. In addition, the
address generators can provide complex addressing sequences required
to implement complicated iterative processes, and support array operands
with interspersed data or concatenated fields. Implementation of the
address generators to support these operands and operations requires
complex control, many data paths, and much interprocess communication.
Each Operand Address Generator requires about 90 IC's for implementation
(using a mix of standard and Schottky TTL).

6. VARIABLE FIELD LENGTH BUFFERING

Problems confronted in design of the memory buffer include the
lack of variable-length registers, accessing of variable-length operands,
operand alignment, and provision of simultaneous data streams.

The following observations can be made about the requirements
for implementing the buffer: (1) It must be fast enough to compensate for
the lack of variable-length registers; (2) it must be large enoughto hold
several operands of typical size; (3) automatic buffer allocation is re-
quired because allocationis too difficult and dynamic for the programmer
to manage; (4) dynamic byte sequence control is desirable for efficiency;
(5) the ALU requires a byte interface and the memory, a word or block
interface: (6) there should be a short initiation latency (time from termi-
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nation of one process to the beginning of the next should be short); and
(7 multiple access paths are necessary for efficient processing using
simultaneous data streams in an iterative process.

Four schemes were considered for implementation: a single
word buffer, a single cache buffer, a separate queued buffer for each
operand stream, and a separate cache buffer for each operand stream.

Single Word Buffer. The single word buffer has the advantages
of simplicity, limited data currency problems, and short start-up time.
It has the disadvantages of being slow, not allowing block transfers, and
holding only a single word of previous results (for retrieval).

Single Cache. The single cache buffer has the advantages of
allowing main memory block transfers, providing some register-like cap-
abilities, being faster than the one word buffer, and saving main memory
cycles. The single cache suffers from access priority selection problems
and requires sequential access. Conventional cache design improvements
are of minimal avail because they are designed to reduce access conflicts
for space. In an iterative processor employing simultaneous data streams,
access conflicts in time are much more important than conflicts for space
due to the parallel nature of the data streams.

Queued Buffer. Separate queues for each operand stream provide
simultaneous operand streams, simplify buffer allocation, and can be fast
enough to support a byte serial ALU. The queued buffering scheme has
many disadvantages: there may be multiple copies of data, queue searches
are difficult, queue control is complex, the queues require much data and
address storage, queues are inflexible, and initialization and emptying
are slow processes.

Separate Cache Buffers. The separate cache buffering scheme,
shown in Fig. 2, provides the following advantages: virtual variable-
length registers, hardware controlled allocation, byte addressing for the
ALU byte streams and block addressing for main memory, and simultaneous
data paths for the separate data streams. It has the disadvantages that
there may be multiple copies of the data, many address paths and com-
parisons are required, complex control functions are required, and per-
verse address sequences exist which defeat the allocation scheme
(direct mapping) .
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7. CONCLUSIONS

The proposed architecture has been evaluated and shows that
byte serial iterative processing of variable-length operands is feasible.
Variable word length operations are significantly faster on the proposed
machine than on any fixed word length machine in its class(minicomputers) .
Fixed word length operations are faster than their software counterparts
on a fixed length machine, about as fast as a microprogrammed implemen-
tation, and slower than specialized hardware.

The MSI and LSI technologies allow sophisticated ALU design.
The byte serial ALU is not the processing bottleneck.

Operand byte access is the limiting factor. Stores are slower
than reads and multiple stores may be required.
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A. SIMULATION AND RELIABILITY OF FUNCTIONAL DEVICES +
Professor S. A. Szygenda, Professor E. W. Thompson, and A. K. Bose

Stmulation of logic nets has been used extensively for the veri-
fication of logic design and to study the reliability of logic systems. The
level of simulation however, has been restricted to simple Boolean gates
and flip-flops. This restriction has not posed any severe problems to
users in the past, since the size of nets being used has been small and
the devices simple. With the current trend towards design of large
systems with the use of complex devices, logic simulation has become
inadequate. Simulation at a functional level provides a possible solu-
tion to this problem.

This report discusses several aspects of this trend. Major
problems that remain unsolved in the area of functional level simulation
are discussed and solutions offered for some of them. Two major func-
tional devices are examined and ways to improve their reliability are
suggested.

The lack of understanding that exists for functional devices
indicates that functional level simulation has to evolve from gate level
simulation. Moreover, since the functional description of a system is
not adequate to perform an in-depth analysis, such as prediction of haz-
ards and races, an interchangeable functional and gate level description
of systems is suggested [1]. Such a capability would provide for efficient
macroscopic simulation by using the functional description, or accurate
timing and failure analysis by using the gate level description.

Under certain situations, it may be possible to simulate a func-
tional device as accurately as a gate. This can be realized by using a
data structure of the type shown in Table 1 to represent multivalued sig-
nals at the input of a system [2].

+This research was supported in part by the Joint Services
Electronics Program under Contract F44620-76-C-0089, and in part by
Naval Surface Weapons Center N609-76-C-Al168.
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Table 1. Signal Representation.

Current Future
Symbol Signal Description Value Value
1 Logical 1 1 1
0 Logical 0 0 0
U Upward Transition 0 1
D Downward Transition 1 0
E Unknown Signal :0 0;
1 1

Using this data structure and the known values of the input
signals, the following binary vectors may be defined:

(1)

(2)

3)

The current input vector:

= <X I S e >
c 1c’ T2¢’ nc

where xic is the current value of the input signal xi.

The future input vector:

-

X X

B SRy Sgpe vee Rgps

where XiF is the future value of the input signal xi.

Intermediate input vectors:

-

= |
Ry = <% Fak o %o ik e %ip]

where the vectors are generated by taking all possible
different combinations of current values and future values
of the inputs.
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These binary vectors can be used to evaluate a binary descrip-
tion of the functional device, and the outputs obtained from the current
and future input vectors (yC and % ) can be combined using Table 1 to
vield a multivalued output. The outputs obtained from the intermediate
inputs (y;) can be used to predict hazards by executing the following
steps:

Step 1: Using the intermediate input vectors, generate inter-
mediate outputs. v = f(i'n)

Step 2: If Yc =Yp and N # X~ Yo then a static hazard exists.

Step 3: If Yo # Yp o then if all vy are identical, no dynamic
hazard exists., If yIj # Yok for any j and k, then a

dynamic hazard is present.

The analysis of faulty behavior of functional devices, especially
those of a sequential nature, poses severe problems. A single fault in
a serial shift register, a functional device that has wide applications
in computer systems, has a global corrupting influence on the data prop-
agating through it. The correction of errors introduced in the data is
impossible, but the detection of errors can be realized through a nominal
amount of redundancy [3].

An analysis of various shift register configurations shows that
the effect of a single fault is always restricted to a single type of data
bit (0 or 1). This result indicates that errors in a shift register can be
detected by counting the number of ones entering the shift register and
comparing this with the number of ones coming out of it. A hardware
scheme to do this can be realized by using an up/down counter. Since
a counter requires around log, N flip-flops to count up to N, while a
N bit shift register requires N flip-flops, the redundancy involved is of
the order of log_N.

A computer input/output controller is a functional unit whose
complexity is very high (300-400 gates). Since these controllers are
used to interface with electromechanical input/output devices, their
failure could be catastrophic. To prevent such a situation, these units
are often duplicated. A detailed analysis of its organization reveals
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that it can be made highly reliable by introducing only 30 % additional
hardware [4].

These results indicate that great cost savings can result from
a close analysis of functional devices. The often-used approach of
duplicating systems is uneconomic and unnecessary. The only feasible
way to do the analysis is by simulating the system. As simulation is an
expensive process and is required at various levels of the design phase,
the capability to simulate at a functional level is essential.

Since functional level simulation is a fairly new concept, the
current state of the art is far from satisfactory. There are problems
associated with the description of functional devices, simulation proce-
dures, simulation accuracy and fault handling strategies that need to be
solved before functional level simulation is meaningfully realized.
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B. DEVELOPMENT OF METHODOLOGIES AND MODELS FOR THE DESIGN OF
DIGITAL SIMULATION SYSTEMS WITH VERY HIGH PERFORMANCE®t
Professor S. A. Szygenda and Yu-Huei Jea

1. INTRODUCTION

Digital simulation is a mandatory tool in most of today's design
automation systems. An ideal simulator should satisfy three major
criteria, namely, accuracy, cost-effectiveness, and ease of use [1].
This report outlines the methodologies and models developed to fit these
requirements., Detailed descriptions can be found in [2].

2. BOOLEAN VECTOR E-ALGEBRAS

Due to the advances of technology, there is an increasing inter-
est in multivalued logic systems where more than two logical values are
used. For example, the following topics which are important in the com-
puter area, are related to multivalued logic: multivalued logic circuits,
digital simulation, test generation, multibus digital circuits, etc.

In the application of multivalued logic, each logic value could
be represented by a Boolean vector, i.e., a vector with binary compo-
nents (0 or 1), Therefore it is quite important to have a thorough under-
standing of properties embedded in the algebraic structures, using Boolean
vectors as basic operands. Here we briefly introduce a new mode of
complement and a new type of algebra.

A P mode complement is a permutation which is not an identity
i mapping. Only when a permutation is equal to the product of disjoint
transpositions can a P mode complement have the order of 2.

An E-algebra {s,1,+, '} is a set S with two binary operations
1 and + and one unary operation ' such that for all x,y,z ¢ S we
have

‘ El. xX'X=x X+X=X (Idempotent)
E2. X'Yy=y*'X X+y=y+x (Commutative)
*This research was supported in part by the Joint Services

Electronics Program under Contract F44620-76-C-0089, and in part by
the Naval Surface Weapons Laboratory N 60921-76-C~Al168.
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E3. x-(y*z)=(xX:y)-2z X+ (y+z)=(x+y)+z (Associative)

E4. There exists 0,1 ¢ S such that
x+0=0 x+0=x

x*1=x x+1=1 (Universal Bounds)

E5. For every x € S, there exists a unique x' ¢ S such that

x''=x (Involution)

E6. (x-y)'=x'+y'
(x+y)'=x'.y' (de Morgan)
A Boolean vector E-algebra is an E-algebra {S,.,+,'} where S

is a Boolean vector set, . and + are two Boolean vector binary opera-
tions, and ' is a Boolean vector unary operation.

One application of Boolean vector E-algebras has been suggested
in the digital simulation area. It provides one way to define the informa-
tion representation for signal models in a parallel simulation environment.

3. VARIOUS APPROACHES TO REPRESENTING SIGNAL MODELS AND
RELATED LOGICAL OPERATIONS

In the design of a digital simulator, one of the first decisions
to be made is to determine how many signal states we want to propagate.
Then we must decide the information representation of these signal values.
Also the implementation of related logical operations has to be settled.
Usually the good representation of operations depends on the proper
representation of operands, and vice versa.

Four major approaches can be used in various situations:

(1) Table look-up method
(2) Switching theory approach
(3) Relational approach

(4) Boolean vector E-algebra approach
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Although global optimization of information representation
might be quite difficult or even impossible, near optimal representations
can be achieved through the optimal implementation of those types of
elements which occur most frequently, in most digital networks.

4., GATE MODELING AND TIMING ANALYSIS ALGCRITHM

Gates are the basic elements of digital circuits. They may have
several inputs but only one output. Two operations are normally per-
formed by them:

(1) V-operation (or value operation)

(2) D-operation (or delay operation)

The V-operation of any gate is usually deterministic in nature and
clearly defined by the corresponding operation table. The complexity
of the D-operation, however, depends on the delay model adopted. It
can be as simple as an identity mapping in a zero delay model, or as
complicated as a composition of the following four mappings in a precise
delay model: P-mapping, S-mapping, A-mapping, and T-algorithm.

T-algorithm (timing analysis algorithm) is not simple in the
three-valued model [3,4] and even more complicated in the five-valued
model. In this research, we not only find a five-valued T-algorithm,
but also prove its accuracy and functional completeness.

There are four types of delay parameters used in the precise
delay model: dj, (min. rise delay), dyn (max. rise delay), dy¢ (min.
fall delay), and dy . (max. fall delay). Their usage in our model, which
is different from [55, can be summarized as follows:

. Add dma when the input signal changes to U.

- Add dMR when the input signal changes to 1.

* Add d, ¢ when the input signal changes to D.
Add dMF when the input signal changes to 0.

* Add min (d de) when the input signal changes to E.

mR’
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5. HIGH-LEVEL INPUT LANGUAGES FOR DIGITAL NETWORKS

A system which is difficult to use usually finds little use. This
statement gives rise to the important question of how to represent the
digital network such that the user can easily transcribe it into a ready-
for-input format.

Postfix notation, also known as Polish notation, is a very con-
venient method of incorporating both the simplicity of a functional descrip-
tion and the preciseness of a structured description. For example,

ABC3+DETFA4

denotes a circuit with an OR gate of three inputs: A, B, and C, and an
AND gate of four inputs: one is the output of the above OR gate, and
the others are D, E, and F.

Some modifications can be made so that we can represent non-
tree type circuits, such as circuits with feedback, reconvergent fanout,
etc. Also functional elements can be easily represented in the modified
postfix notation.

In order to accomplish further improvements over the coding
efficiency, some element type hiding techniques can be used. Thus we
include a declaration paragraph before the postfix expression. For
instance, the above example can be rewritten to be

BEGINDECLARE 3+ : Gl; 4. : G2;ENDDECLARE
ABC+Gl DEF #G2

6. CONCLUSION

The models and methodologies given above present a practical
approach to the design of a digital simulation system which is cost-
effective, accurate, and easy-to-use. The effort is directed at both
gate-level and functional simulation. The implementation problem has
also been consicdered. These have definitely pushed the state of the
art in the technology of digital simulation.
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C. COMPUTER SOFTWARE SYSTEM RESEARCH IN
THE AREA OF MODULE INTERFACE *t
Professor Ed Thompson and Ali Mohseni

The overall objective of this research is to reduce the high costs
of software systems, which is the major cost of practically any computer
application today. In order to achieve this, two approaches have been
selected.

The first approach in this research is the development of pro-
cedures and languages for the formal specification and verification of the
data interfaces between program modules. The research on data interfaces
between program modules is based upon the development of a data interface
specification language and its implementation.

The second approach is focussed on modular programming in
COBOL. The type of the module and the way of passing parameters has
some effect on costs associated with execution time and storage spaces.
For a particular problem, good questions to be answered are: "What type
of module?" and "How are parameters passed?"

A preliminary module interface specification language, MIS-1,
has been designed, and a precompliler named BRIDGES, which supports
the application of MIS-1, has been implemented and debugged. A MIS-1/
BRIDGES users manual has been written, and experience in using MIS-1
and BRIDGES has been gained in a variety of contexts. An evaluation of
that experience has been completed. Four general observations can be
made:

(1) MIS-1 allows powerful validation algorithms to be executed
by BRIDGES, but makes more difficult the application of the
technique of data hiding.

(2) The reaction of programmers to using MIS-1 is to partition a
program into fewer modules and to use single modules to
implement data abstractions.

t+ This research was supported entirely by the Joint Services
Electronics Program under Contract F44620-76-C-0089.
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(3) BRIDGES spends most of its time doing I/O and scanning
Fortran statements rather than performing its validation rou-
tines.

(4) The validation algorithm in BRIDGES is heuristic rather than
rigorous.

Based on observations 1 and 2 above, a new specification language, MIS-
2, has been designed to be more concise and to incorporate data hiding.
Observation 3 implies BRIDGES could be integrated into a compiler with
minimum overhead, and optimization algorithms could be used, i.e.,
incorporate compliler flow analysis algorithms as part of its validation
technique.

In the area of modular programming in COBOL, a series of small
programs were designed in COBOL to answer the following questions:

(1) Effect of type on parameter costs

(2) Parameter costs vs. the number of parameters

(3) Implementation costs of a module

(4) Data reference costs

(5) Method of parameter passing

(6) Segmentation and its limits

The results from their compilation and execution on four differ-
ent computers, the Xerox SIGMA-5, the CDC-6600, the DEC PDP-10, and
the IBM 360 are being analyzed.

From these experiments, we will obtain some information which
will give us a better understanding of the trade-offs involved in using sec-
tions, as opposed to subprograms, so that intelligent choices can be made

for system implementation. Also, this information will be useful in making
recommendations for the implementation of future COBOL compilers.
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